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[bookmark: _Toc12623483][bookmark: _Toc628881533]Introduction to Queensland Rail
[footnoteRef:2]Queensland Rail has been connecting communities since 1865 and supporting local jobs, industries, and economies. We are committed to delivering world-class rail services for our customers, that are safe and reliable. [2:  Section taken from https://www.queenslandrail.com.au/aboutus/organisation.	] 

With total assets of $9.3 billion and a network that extends more than 6,600 kilometres (km) across the state, we are also focused on delivering our services efficiently and sustainably to create value for our customers and Queenslanders.
Our 7,500-strong workforce delivers services across our Southeast Queensland (SEQ) and Regional networks, including Travel and Tourism services, and freight. 
Our SEQ business provides 8,392 services each week, supporting our customers to reach their destination safely and on time. Across the last financial year (FY23), 42.86 million passenger trips were taken on the SEQ network, an increase of 33.7 percent when compared with FY22.
The regional commuter and rail tourism markets are serviced by the Travel and Tourism team. There are eight services connecting regional communities across Queensland with other regional centres and Southeast Queensland. These services support the Queensland tourism industry through the provision of unique rail tourism experiences. 
Our Regional business provides rail access for freight operators supporting the critical transport of resources and general freight across the state. 
We are proud of the role we play in providing vital passenger, tourism, and freight services and we are dedicated to ensuring our systems, procedures, and practices reflect the highest standards of corporate governance.


[bookmark: _Toc12623489][bookmark: _Toc1638578235]Introduction to the Queensland Service Desk
[bookmark: _Toc12623490][bookmark: _Toc319917369]Contact Information for Queensland Rail Service Desk
End Users can contact the Queensland Rail IT Service Desk via email, phone, self-service incidents/requests, and through ServiceNow’s live chat function.
Contact phone number: 07 3072 5000
Contact email address: ITServiceDesk@qr.com.au
Self Service portal & live chat: https://queenslandrail.service-now.com/navpage.do
[bookmark: _Toc12623491][bookmark: _Toc157654257]Queensland Rail Hours of Coverage
The Queensland Rail Service Desk is available for users 24 hours a day, 7 days a week, 365 days a year.
This responsibility is split between the Business Hours team and the After-Hours team. The After-Hours team operate during National Public Holidays, overnight and have a limited presence during standard Business Hours.
[bookmark: _Toc12623492][bookmark: _Toc834804566]Service Level Agreements and Obligations
Under the agreement between DXC and QR, we are contractually obligated to provide a pre-agreed level of service to Queensland Rail and its End-Users. These standards are referred to as Service Level Agreements (SLAs).
The Service Level Agreements cover core performance indicators that reflect both quality of service and efficiency of work management.
The table on the next page outlines our Service Level Agreements with Queensland Rail:



	Telephone SLAs

	Metric
	Criteria

	 Speed to Answer
	≥ Business Hours 85% within 30 seconds
≥ Non-Business Hours 85% within 30 seconds

	 Call Abandonment Rate
	Minimum: <5%
Target: <3%

	Ticket SLAs

	Metric
	Criteria

	First Call Resolution (FCR)
	≥ 60% of cased resolved at Service Desk Level

	Ticket Re-opening
	Minimum: <5%
Target: <3%

	Ticket Re-assignment
	Minimum: <5%
Target: <3%


[bookmark: _Toc12623493]


[bookmark: _Toc1826026629]Queensland Rail Service Desk Roles and Responsibilities
[bookmark: _Toc924059287][bookmark: _Toc12623495][bookmark: _Toc12623496][bookmark: _Toc12623494]Overview
The Service Desk is responsible for various tasks; mainly related to the areas of first level troubleshooting for most systems on an as-needed basis (when they are first raised by the user) and managing and granting user access to things like shared emails and network folders.
The majority of Service Desk’s work falls under the following categories:
· Taking and processing phone calls,
· Taking and processing chats,
· Handling and responding to emails,
· Service Now queue management.
All contact with users regardless of the type, needs to be raised as either an incident or a request.
[bookmark: _Toc1974275868]Phone Calls
All phone calls not relating to an existing ticket are required to be logged as an incident in ServiceNow for tracking and reporting purposes, meaning that if a user ever contacts us we are able to find a log of exactly what they called for and when making it easier for the next person to follow on if it the users calls again. Any calls related to existing tickets should have the updates posted in that ticket.
The only phone calls that don’t require an incident are requests for a password reset or an account unlock, which are logged under a specialised request form “Password Resets” available on the Self-Service portal.
[bookmark: _Toc183425635]Chats
An incident must be created for live chats unless they are following up an existing ticket, in which case the Agent can update that existing ticket.
Use the ”Hamburger” icon Chats opened in Self Service appear for acceptance in the underlined area the below screenshot underlined in yellow in the screenshot to the right.
[image: ]

Chats are to be taken as soon as possible and can be answered while already on a phone call (a lower response time is expected but try to keep the customer engaged in any down-time). If you need to remotely access a user’s PC while in a chat, put yourself into withdraw for the duration and ideally call the user if their response time isn’t quick as it will help resolve the chat quicker.[image: ]

[bookmark: _Emails][bookmark: _Toc1581405956]Emails
While helping with emails is part of everyone’s duties as part of the Queensland Rail Service Desk, we allocate one person per day for that to be their primary responsibility. This falls to the agent on the 8.30AM shift, but if they are absent it will get re-allocated by one of the leadership team.
The agent assigned to emails will be placed into a lower priority phone queue and will only receive calls when all other agents are occupied. They are also not expected to monitor existing ServiceNow incidents and requests until all emails have been actioned at which point they should transition into working on the existing cases until new emails arrive.
SigPalo emails are priority All emails should be logged in Service Now, if there isn’t an already existing incident or request a new one will need to be raised by yourself or the user (make sure that you change the contact type to “Email” if raising a new incident). Any emails relating that require extra actions that can be done in a reasonable timeframe or if time allows (e.g. adding access when it is approved, creating EXT accounts) should also be actioned by the agent on the email shift. The only exceptions to these are when time legitimately does not allow (e.g. 50 account extensions come through at the same time) in which case you are expected to either log the incidents in Service Now or tag the emails to the agent already in the email trail and notify the group chat both what you are doing and who you are tagging them to if that is the case. Using this as a way to avoid doing work that is reasonable to be actioned by yourself will be monitored and followed up on. 
In addition to monitoring the inbox, the agent assigned to emails is also expected to assist with monitoring our alarm systems[footnoteRef:3].

Instructions for actioning Emails
1) Tag the emails you're working on and mark as read - also open and edit the email subject line to add the ticket number at the front. [3:  See “Event Monitoring”.] 

2) Work on emails oldest to most recent with a few exceptions which need to be done ASAP, which are:
a) DXC Sig palo - https://queenslandrail.service-now.com/kb_view.do?sysparm_article=KB0020163
Example ticket: INC0535401
b) Chassis Alert! https://queenslandrail.service-now.com/kb_view.do?sysparm_article=KB0011922
Example ticket: INC0558653
 
For Ricoh emails - post them into the ticket ASAP before it closes. If you get a email about the Ricoh ticket being resolved - don't post it into the work notes - it will reopen the ticket Ricoh's side but stay closed on ours.

[bookmark: _Toc1848094747]Service Now Queue Management
[bookmark: _Toc12623522][image: ]Inside Queensland Rail Service Now we use the dashboard “Service Desk v3” (screenshot to the right) that can be thought of as a landing page and overview for every ticket in Service Now that the Service Desk needs to be aware of. The workflow[footnoteRef:4] is from left to right [4:  See “Workload Management”.] 

[bookmark: _Event_Monitoring][bookmark: _Toc2059310333]Event Monitoring
[image: ]Another of Service Desk roles is monitoring two alarm systems (Control-M and SCOM). Control-M monitors automated SAP transactions and SCOM monitors server alerts and reports things such as system outages. In-depth training for these systems will be provided on your first email shift.

[bookmark: _Workload_Management][bookmark: _Toc1522003992][bookmark: _Toc12623512]Workload Management
[bookmark: _Toc12623538]You are expected to manage your own work according to the below priority order[footnoteRef:5] except for the email steps mirrors the left-to-right flow of the “Service Desk v3” dashboard in ServiceNow: [5:  With the exception of the agent assigned to the emails as per “Emails“, they are primarily responsible for managing only their own queue and incoming emails with all other items being secondary.] 

1. SLA Breach Alert Email
As a ticket approaches the last 10 percent of its SLA timer an email is automatically generated and sent to the IT Service Desk email inbox to be actioned immediately. The email automatically receives a flag and gets marked as high importance to make it stand out from the others in the inbox (it will get a flag icon and the email itself will show as yellow in the list). Despite being an email, this is the responsibility of everyone to be on the lookout for to increase the chance that we will see it as soon as it comes in. The first person on the email should call it out in the Teams chat and claim ownership of the ticket, if there are more than one in the email then make note of that in the Teams chat and ask for assistance with the others.
2. Incidents that have been re-opened by the user
In the Queensland Rail instance of Service Now users can re-open any incident that is in a “Resolved” state. Any incident that we resolve will stay in this state for 5 days, after which it will move to a “Closed” state and will no longer be able to be re-opened.
3. Requests and Incidents that are closed and have been updated by the user
The “INC Closed Last Updated by Customer” and “Req Closed Last Updated by Customer” filters cover any ticket that we have marked as completed where the user has posted an update. This makes sure that if anything breaks after we’ve marked it as the user can let us know. If the user is reporting an actual issue it will need to be re-raised as a new incident, but general queries or “thank you” messages can be dealt with in the same ticket.
4. Requests and Incidents that have been updated by the user
[bookmark: _Hlk96341056]The “INC Last Updated by Customer” and “Req Last Updated by Customer” covers anything active where the user has replied to a currently open ticket. These updates should be dealt with as required by the specific message. 
5. Actionable VIP tickets
This item includes all the VIP tickets (requests and incidents) currently sitting with Service Desk that we have outstanding actions to perform (i.e. everything else in this list).
6. Assigned to Service Desk Older than 2 Days
“Assigned to Service Desk Older than 2 Days” is a filter to cover all tickets assigned to Global Service Desk that have had no updates in over two business days. Ideally this filter should always be empty as we aim to have every ticket updated every day.
7. Counting down SLA
This covers all tickets that have come to our desk that are still waiting counting down the SLA timer[footnoteRef:6]. [6:  See “Service Level Agreements and Obligations”.] 

8. Not Updated today
The Queensland Rail Service Desk has a policy of having every ticket updated every day.
9. Emails
This step refers to the emails in the shared IT Service Desk mailbox and is the primary responsibility of the agent allocated to emails on the day[footnoteRef:7], however all agents are expected to contribute once all other work is completed. [7:  See “Emails”] 



[bookmark: _Toc949989515]Team Communication
The Queensland Rail Service Desk uses various methods of communication including Microsoft Teams, emails, and a weekly stand-up meeting every Friday when time permits.
Microsoft Teams is used as the primary method of communication in the form of a team-wide group chat, as well as individual chats as needed. All questions related to calls, emails, and tickets are posted in the group chat as a first step so that no one person is too distracted with queries and everyone is expected to help out where they can.
Emails are primarily used for major process changes or to distribute important information that may need to be referred to often.
The Friday meeting is a chance for both information to be passed to the team, and a chance for any issues that require a discussion to be raised e.g., common issues on calls that people are concerned may be widespread, or any concerns about current processes or recent changes. Any issues that you don’t want publicly broadcast can be either forwarded to a member of the leadership team, or can be submitted in the weekly Teamgage submission which is a short survey to gauge the opinion of the Service Desk for the week which is completely anonymous and has the option to leave comments related to certain metrics.


[bookmark: _Toc1318744890]3-Strike Policy
On the Queensland Rail account, DXC uses an industry standard 3-strike policy for ticket closures for cases where a user is not replying to us where we are requesting further information or similar.
Any ticket where we have tried to contact the user on three or more consecutive days (including at least one phone call and one direct email from the shared mailbox “ITServiceDesk@qr.com.au”) can be marked as completed in our system. If the user gets back to us that the issue is not resolved after we have closed the ticket, a new INC will be raised, not the original ticket re-opened as this messes with the SLA for the month and it was closed with a valid reasoning.
The main thing to remember when 3-striking a ticket is that Queensland Rail does not want this process mentioned at all either to users or in internal work notes, so make sure that you don’t post anything that alludes to this in a ticket.

[bookmark: _Toc525401168]Absences From Work
When requesting time off do not enter it into any system straight away, either via Teams roster or ESS, please email the Team Lead and 2IC with the requested days off and only enter once this is approved.
[bookmark: _Toc466537035]Calling in Sick:
In the case of calling in sick for the day, please message both the Team Lead (or 2IC if the Team Lead is on leave) and the Senior on the morning shift to let them know you will be away.
[bookmark: _Toc1751278159]Annual leave
This requires as much notice as possible notice and will not always be granted, depending on expected busy periods and conflicting leave already approved. No one having leave in the roster already doesn’t mean automatic approval. 
The leadership team will always work with you to try and make it happen. But at the end of the day, we need to ensure we have the required coverage to meet the client’s requirements. 
[bookmark: _Toc966006985]Time Off for Appointments
We are always happy to work with you around these given advance notice, either by swapping/splitting shifts or arranging to make up the hours on another day (provided the time works for all) so you don’t need to use your leave. Again the more notice you can provide the better so we can make sure we have the coverage needed. Leave can be taken to accommodate the time off if you do not want to make the time up.
[bookmark: _Toc1856939184]Shift Swaps
When requesting a shift swap for whatever reason, please discuss with the person you are wanting to swap shifts with first. If they decline for whatever reason. Let us know and we’ll attempted to work something out.
When confirmed, please email the Team Lead and 2IC with your request and we’ll arrange to have it changed on the roster.
[bookmark: _Toc342739772]Late Arrival
If you are going to be late for your shift, contact the Senior on the morning shift to ensure that they are aware. Even if this is only going to be a few minutes.

[bookmark: _Toc223386913]VIP Process
[image: ]Queensland Rail has certain accounts flagged as VIP, which can be seen when putting them into Service Now as their name will appear in bright red rather than the standard black text.
VIPs are treated the same on a call as any other user, but their tickets are handled differently if we are unable to resolve them as the first point of contact. The current process for VIP tickets can always be found in KB0010455 – “Executive Support (VIP) Process”.
If we are unable to resolve the issue and it needs to be passed on to a secondary team, the ticket must be assigned to the “DXC Desktop CBD” team as they are also in charge of VIP support. They will engage any other support teams that are required.
Once assigned to the local support team, call the team and advise them of the ticket and provide a short rundown of the information. This call is to be made regardless of time of day, VIPs receive 24/7 support. Contact details for all teams can be found in the attachment in KB0011443   – “Escalation - Informational - ICT Contacts and Escalation”, alternatively this team also appears in both the Executive Support KB mentioned in the top of this section and the printout with contact details you will be provided with.
Note the VIP support agent that you spoke to or why you were unable to talk to anyone in case of answering machines or the phone ringing out in the work notes.



[bookmark: _Toc1094315302]Escalation Process
NOTE: The up-to-date incident and request escalation process can be found in the following KB:
[bookmark: _Hlk120622858][bookmark: _Hlk96418527]KB0011603 – “Incident and Request Escalation Guide”
Escalation is a process used to get a ticket actioned by another resolver when there is either a pressing business need or there has been an unreasonable amount of time since the assigned team has last worked on the ticket or contacted the user. Escalations engage both QR and DXC management to ensure that appropriate action is taken by the relevant teams.
The process for escalating a ticket is as follows:
1. Receive the call and assess if an escalation is needed.
As mentioned above, escalations are required when there is either a valid business urgency or there has been an unreasonable delay in the assigned team providing an update.
The definition of a valid business reason is flexible, but is generally reserved for key personnel or systems that are critical to the running of the business. E.g., a user that can’t open Microsoft Office for a non-time-critical report is not a valid reason for an escalation, but a train controller not being able to display current route information is.
“Unreasonable delay” is also a flexible term, and changes on a case-to-case basis. If a user logs a ticket because they aren’t receiving emails and then calls back a few hours later, that is still within the acceptable response time. If a user with the same issue hasn’t heard back in four days, that is not a reasonable time to be waiting so we can escalate.
To escalate a ticket on the same day it was raised requires approval from one of the Service Desk leadership team (Senior, 2IC, TL). Anything longer than that is up to the agent’s judgement, if you are unsure, reach out to either a senior or the group chat.
2. Put the escalation into Service Now.
The following template is required for all escalations and can also be found at the bottom of KB0011603 – “Incident and Request Escalation Guide”:
Ticket number:
Username:
User contact phone number:
Resolver group assigned:
Date original ticket was created:
Brief description of the issue and nature of the Escalation (Aged ticket, poor response time, pre-mature closure etc.):
Once you have this form filled in, it needs to be posted in two places:
· [image: ]Press the “Escalate Incident” or “Escalate Task” button (only one will appear depending on the ticket type) in the top right corner of the ticket. 
· Inside the box this brings up is an “Escalation Category” dropdown and an empty textbox. The completed template is pasted into the text box, and appropriate option is selected from the dropdown. As we don’t escalate closed tickets, the options are “Business Urgency” and “Customer Follow Up” which match with the reasons outlined in step 1. Hit “OK” once both fields have been completed.
· Paste the completed template into a work note (internal) and save it to the ticket. This is to make sure that the details pass through to the second instance of Service Now.

3. Call resolver group for warm handover
NOTE: As per KB0011603, resolvers should only be called for escalations during QR business hours (going off the Queensland time zone, not the Tasmanian time zone). The business hours are 7AM to 7PM for all teams except Desktop who are 8AM to 5PM.
Call the resolver group that the ticket was assigned to and advise them that the incident has been escalated and give a short recap to the ticket. Contact details for all teams can be found in the attachment in KB0011443 – “ICT Contacts and Escalation”.
Note the team that you contacted, the number used, and either who you spoke to or why you were unable to talk to anyone in case of answering machines or the phone ringing out in the work notes.
Second or any subsequent escalations – Raise the escalation in Service Now and call the relevant Teams Team Leader / Manager (Either via Phone Call or Microsoft Teams chat) and email directly to the Team Leader, Account Run Lead’s (Martin Oakley & Mark Sully), Service Desk Lead (Martyn Connor) and Request (Joylen Ballena) or Incident Manager (Timm Bambridge) (Depending on if the case is a request or an Incident).



[bookmark: _Toc1918186377]Major Incident Process
NOTE: The up-to-date Major Incident process can be found in the following KB:
KB0010608 – “Major Incident - How to Log and Escalate High or Critical Priority Incidents”
A major incident is either an issue that is impeding the work of a large number of people, or is affecting the functionality of a major system that has business impacts. They are flagged in the system by setting the priority to either priority 1 or priority 2.
The process for major incidents is:
1. Receive call, capture information, and assess priority
If the user thinks that this should be a major incident or there are a lot of calls coming in for the same system that is stopping work, then ask about it in the group chat in Teams. Once it has been verified if this is a major issue or not a member of the leadership team will either complete the rest of the process or delegate an agent to do so.
To assist with assessing priority, ensure you complete the following table with the user:
· When did the issue start (date and time)?
· Location (office/WFH/VPN)?
· Impacted services/applications?
· Workaround (if available)?
· Does the outage impact customers/train scheduling?
· Does the outage impact safety?
· Does the outage have a financial impact?
· Number of Users Impacted?

2. Log ticket, set priority, assign to resolver group
The ticket is passed to the correct team as per normal, but with extra care to make sure that all notes are clear and all possible relevant information has been gathered from the user. E.g. the IP and time for network issues; exact error messages for wide-spread application issues; etc. Raise the priority to the level indicated by the leadership team before assigning.
3. Call resolver group for warm handover
Call the resolver group that the ticket was assigned to and advise them that the incident has been raised to a high priority and give a brief intro to the ticket. Contact details for all teams can be found in the attachment in “KB0011443 - ICT Contacts and Escalation”.
Note the team that you contacted, the number used, and either who you spoke to or why you were unable to talk to anyone in case of answering machines or the phone ringing out in the work notes.
4. Call the MIM / HSIM On Call for warm handover
Call the Major Incident Management team to advise of the incident number and a quick rundown of the ticket. Note who you spoke to or any issues with the call if you were unable to get through. Let them know the outcome of the previous step, i.e. if the team is aware or you were unable to contact them.


[bookmark: _Toc537722152][bookmark: _Toc12623528][bookmark: _Toc12623518]Common Analyst Applications and Links
[bookmark: _Toc1637399391]Outside the Enviroment[footnoteRef:8] [8:  “Environment” in this instance refers to the internal QR network, accessed by Service Desk using the VDI.] 

Service Now	https://queenslandrail.service-now.com/
The ticket management system used by Queensland Rail.

Citrix	https://secureaccess.qr.com.au/
Used to gain access to Citrix applications, primarily the VDI.

Microsoft Admin Centre	https://admin.microsoft.com/
Used to manage access to Microsoft systems; email, Teams, etc. Has quick links in sidebar to various sub-sections.

SharePoint	https://queenslandrail.sharepoint.com/
The main online hub for QR staff, is used as a launchpad to every other online QR system.

[bookmark: _Toc810264013]Inside the Environment
Cisco Admin Consoles https://qrphones.corp.qr.com.au/ccmadmin/showHome.do https://tptprdcuc501.corp.qr.com.au/cuadmin/home.do
Used to manage QR’s internal phone network, used by Service Desk to change login and voicemail PINs.

Citrix	https://access.qr.com.au/
Used to gain access to Citrix applications, primarily the VDI.

DRA	Launched via Citrix
Used to manage permissions on user accounts to things such as folder and application access.

Explorer++	https://explorerplusplus.com/
Used by SD to remotely manage storage and folder access on QR devices and servers.

MIM Console	https://catprdmim101.corp.qr.com.au/ 
Used as part of account creation to assist with replication through all the IT systems.

Nexthink
Using Nexthink you can run searches for the number of applications installed on a system, number of crashes, who is/has used the system, the network response time, webpages accessed, and can be used to detect possible issues that may be occurring to a computer system.

SAP	Launched via Citrix
Used to manage user permissions in the SAP system, and also to verify a user’s date of birth for password reset verification.

SCCM Remote Assistance	Launched via Citrix
Used to control a user’s PC remotely, with their approval.
[bookmark: _Toc943792030]Inside Service Now
New Incident	https://queenslandrail.service-now.com/nav_to.do?uri=/incident.do
Used to raise new Incidents in Service Now.

Self-Service Portal	https://queenslandrail.service-now.com/service_management?id=sc_home
Used to raise new requests in Service Now.

Password Resets	https://queenslandrail.service-now.com/service_management?id=sc_cat_item&sysparm_category=e7d8c9d14f155b4077b698701310c7f3
Specific request form for password resets and account unlocks.

Asset Register	https://queenslandrail.service-now.com/nav_to.do?uri=%2Falm_hardware_list.do
Used to get a device’s hostname from an asset tag, also can be used to see who a particular device is registered to.

Service Desk Dashboard	https://queenslandrail.service-now.com/nav_to.do?uri=%2F$pa_dashboard.do%3Fsysparm_dashboard%3Da7aa25bddba1301063b4077cd3961904
This is the dashboard referred to in the previous sections of the document, where the various filters can be accessed.

[bookmark: _Toc522071590][bookmark: _Toc12623501]Common User Applications
[bookmark: _Creating_CALL_Records]RTOA
Used to display train monitoring information.

Vizirail
Used to plan and schedule trains in the QR network.

SAP
Used to manage large datasets such as HR, Payroll, and certain job logging systems.

Microsoft Office
Used for communication, document editing, and file storage.

People Connect
Used primarily for HR purposes, contains user-facing employee training and payroll systems.

TRIM / HPE Record Manager / Content Manager
Used for document storage and version backup.

SAP Work Manager
Used by maintenance workers for job reporting.


[bookmark: _Toc50978435]Using BTRS Remote Tool	Comment by Bell, Ryan: No BTRS being used
To support Queensland Rail devices, the Service Desk uses a tool known as “BTRS”.
[bookmark: _Toc682325720]Setup Process
1. Visit THIS LINK in your browser.
2. DXC Agents authenticate to DXC Infrasec.	Comment by Cleary, Michael: TODO: translate into English.
3. DXC Agents initiate a OneLogin Domain account.
4. Request access to BTRS QueensladRail Team.
5. Managers receive an email from Infrasec to approve or reject.
6. Members of BTRS team receive an email from Infrasec to approve or reject.
7. Every 90 days managers and BTRS must revalidate the user or access is revoked.
[bookmark: _Toc1545128514]Connection Process
To connect to a device during a call, follow the below steps:
1. Generate a session key in BTRS.
1. Click “Session Key”
2. The key will be generated as a 7 digit number in a pop-up window:
[image: ]
2. Walk the user through navigating to https://techsupport.dxc.com/, then have them enter the session key on their end and click submit.
3. They will be asked if they would like to start a remote session with the agent, advise the user to click “Yes”.
4. There will be a small file download, advise the user to open this file once complete.
5. Once the user has run this file the agent’s console will indicate that a session is ready to be accepted.	Comment by Cleary, Michael: TODO: screenshot
6. Double-click on this session, and you will be greeted by a screen with a large green play button to start screen sharing.
7. Once you click on this button the user will be given a prompt to allow or refuse this connection. Advise the user to click “Allow”.
[image: ]
To elevate your session (allow admin access):
1. Click the elevate session button.	Comment by Cleary, Michael: TODO: screenshot
2. Enter your credentials as an email address.
3. User will receive a prompt to allow elevation, advise them to click “Yes”.

[bookmark: _Toc1142098584]Contacts
Contacts for the full leadership team can be found on the Queensland Rail Contact Sheet that will be printed out and provided to you.
Contacts for all QR and DXC teams can be found inside the Queensland Rail Service Now knowledge article KB0011443 “ICT Contacts and Escalation” and its attached spreadsheet. The spreadsheet is tabbed to separate QR-internal teams and DXC managed teams.
Please find a list of noteworthy contacts below:
	DXC

	Account Run Lead
	Martyn Oakley

	Account Services Lead
	Chris Romaguera

	Account Delivery Lead
	Sam Tufui

	Client Partner
	Kristie Whiteman

	Account Security Officer
	Clinton Lovell

	ESM Lead Lead
ESM Cross Functional Manager
	Christian Munro
Vacant

	Incident Manager
	Timm Bambridge

	Problem Manager
	Jeremy Horton

	Change Manager
	Anthony Goss

	Customer Survey Manager
	Chrystianna Cheon

	Request Manager
	Joylen Ballena

	Knowledge Manager
	Izan Ismail

	EUC Lead
Desktop Lead
	Colin Crowther
Sham Mistry

	CSI Manager
	Toby Chittenden

	Service Desk Manager
	Martyn Connor

	Service Desk 2IC
	Michael Cleary

	Service Desk Senior
	Shane Kmet

	Service Desk Senior
	Cameron Horn

	Ricoh SDM (Service Delivery Manager)
	Saf Dean

	 
	 

	Queensland Rail

	GSM ICT Operations & Service Management
	Ville Laakso

	Manager ICT Services Management
	Alex Briggs

	Chief Information and Digital Officer
	Darren Cavanagh

	Chief Executive Officer
	Kat Stapleton
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3 Support Sesson Key Generated

e You maystart a support session with a customer by directing them to enter the following session key on your Support Portal, by
sending them directly to the following URL, or by emailing an invitation.

Session Key:
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